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Abstract	
A	large	part	of	statistic	revolves	around	statistical	models	and	pertains	
to	the	inferences	that	derive	from	them,	i.e.	point	and	interval	estimation	
of	their	parameters	and	test	of	statistical	hypotheses.	When	such	models	
are	appropriate,	they	can	greatly	help	in	deciphering	the	complex	inter-	

actions	between	elements	of	a	phenomenon	under	investigation.	However,	
for	these	models	to	be	useful,	they	must	be	valid	at	the	resolution	of-	
fered	by	the	data	at	hand.	Many	methods	have	been	derived	to	assess	

this	validity,	Among	these,	an	important	class	of	tools	are	goodness-of-_t	
tests.	In	this	talk,	I	will	describe	the	smooth	test	approach	to	evaluate	
the	goodness-of-_t	of	statistical	models.	This	approach	turns	out	to	have	
many	advantages	over	its	competitors.	Two	of	these	advantages,	recently	
unearthed,	are	1)	they	can	be	extended	to	many	complicated	contexts	en-	
countered	in	statistic	and	2)	they	have	diagnostic	capabilities	that	allow	
the	user,	when	the	test	rejects,	to	get	some	solid	intelligence	regarding	
the	aspects	of	the	model	that	are	not	supported	by	the	data	and	must	be	
corrected.	I	will	present	some	of	the	extensions	and	capabilities	that	have	
become	conceivable	in	an	ecosystem	where	powerful	computing	tools	are	

mainstream.	


