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Foreword

The 2nd annual meeting of the Lebanese Society for Mathematical Sciences (LSMS-
2011) was held on the Beirut Campus of the Lebanese American University on April
1-2, 2011. LSMS-2011 was preceded by a two-day workshop on Stochastic Analysis
and Partial Differential Equations on the Hadath Campus of the Lebanese University.
The complete proceedings of the LSMS-2011 meeting will be published in a special
edition of Elsevier’s Procedia.

Rony Touma
Chairman, Organizing Committee
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LSMS-2011 Program

April 1 - Morning

Opening Ceremony: 08:45-09:00

Session 1: Plenary Session LRC-21

(Chair : Nabil Nassif)

Time Title Speaker Page
09:00-09:45 A. El-Saheli 13
09:50-10:35 Numerical simulations of ideal MHD C. Klingenberg 16

and applications in astrophysics

Coffee break 10:40-11:00

LRC-Lobby

Session 2: Contributed Parallel Session - LRC-21

(Chair : Toni Sayah)

Time Title Speaker Page
11:00-11:20 Defining sets in mathematics E. Mahmoodian 43

System Of Linear And Nonlinear
11:25-11:45 Functional Equations In M. B. Ghaemi 30

non-Archimedean Normed Spaces
Numerical results for iterative image

11:50-12:10 reconstruction in half-scan and E. Nasr 50
non-uniform attenuated SPECT

12:15-12:35 A posteriori error estimates for unsteady N. Chalhoub 24
convection-diffusion-reaction problems

Lunch 12:40-14:00

LAU Cafeteria (All are invited)
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LSMS-2011 Program
April 1 - Afternoon

Session 3: Plenary Session LRC-21

(Chair : Kamal Makdisi)

Time Title Speaker Page
14:00-14:45 Anisotropic Finite Element For Fluid Dynamics T. Coupez 10
14:50-15:35 Particle Kalman Filtering : A Bayesian Framework I. Hoteit 14

for Large Dimensional State Estimation Problems

Coffee break 15:40-16:00

LRC-Lobby

Session 4: Contributed Parallel Session - LRC-21

(Chair : Gabriella Puppo)

Time Title Speaker Page
16:00-16:20 Simulating Bi-Dimensional Plasma Turbulence G. Antar 38

using the Hasegawa-Mima Equation
16:25-16:45 Finite Element Method for Fluid-Structure E. Hashem 33

Interaction at High Reynolds Number
16:50-17:10 Finite-Time Lyapunov Stability H.Saoud 56

of Evolution Variational Inequalities
17:15-17: 35 Making Branching Programs Oblivious W. Machmouchi 42

Requires Superlogarithmic Overhead

End of day 1
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LSMS-2011 Program

April 2 - Morning

Session 5: Plenary Session-BB0903

(Chair : Christian Klingenberg)

Time Title Speaker Page
09:00-09:45 Kinetic models for dilute suspensions A. Tzavaras 18

of rigid rods
09:50-10:35 Composition, Iteration and M. Ayad 8

Irreducibility of Polynomials

Coffee break 10:40-11:00

BB-Lobby

Session 6: Contributed Parallel Session - BB0903

(Chair : Chadi Nour)

Time Title Speaker Page
11:00-11:20 Chains of holomorphic contractions and G. Sabiini 55

Fatou-Bieberbach domains
11:25-11:45 Reduced basis method for numerical N. Morcos 48

simulation of blood flows in tissues
11:50-12:10 Modeling Approach For The Physiological D. Sheaib 59

Tick Life Cycle
12:15-12:35 Communication-Avoiding General S. Moufawad 45

Minimum Residual Method (CA-GMRES)
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Session 7: Contributed Parallel Session - BB0904

(Chair : Samer Habre)

Time Title Speaker Page
11:00-11:20 Math XL: A solution or a problem? H. Solh 61
11:25-11:45 Understanding Student Learning and Thinking T. Rahal 53

Styles as a way to improve Math and Science Ed
11:50-12:10 On Experimental Design for Nursing H. Alkutubi 22
12:15-12:35 Solition Solutions to the Kadomtsev A. Jawad 37

Petviashvili Equation by Tanh-Coth Method

Lunch 12:40-14:00

BB-Lobby (All are invited)

4



LSMS-2011 Program
April 2 - Afternoon

Session 8: Plenary Session-BB0903

(Chair : Athanasios Tzavaras)

Time Title Speaker Page
14:00-14:45 Entropy and the numerical integration G. Puppo 17

of conservation laws
14:50-15:35 Ground and Excited States of the Helium S. Doma 12

Atom by Using Variational Monte Carlo Method

15:40-16:00

Coffee break, BB-Lobby

Session 9: Contributed Parallel Session - BB-0903

(Chair : Ramez Maalouf)

Time Title Speaker Page
Monte-Carlo method simulations in

16:00-16:20 radiobiology and Radio-Induced Z. Francis 27
DNA damage estimation

16:25-16:45 Third derivative multistep methods A. Ezz Eddine 26
for stiff systems

16:50-17:10 Unstructured Central Finite Volume G. Jannoun 35
Schemes for Hyperbolic Conservation Laws
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Session 10: Contributed Parallel Session - BB0904

(Chair : Thierry Coupez)

Time Title Speaker Page
16:00-16:20 The union of closed balls conjecture: C. Nour 52

origin and validity
Discontinuous finite element model

16:25-16:45 for simulation of dam break R. Ghostine 31
flow through an idealized city

16:50-17:10 On Some Combinatorial Algorithms for A. Alhakim 20
de Bruijn Sequences

Panel Discussion on

Current status and future of Lebanon’s Doctoral Studies
in the Mathematical Sciences

BB0903 17:30-18:30

(Chair : Kamal Makdisi)
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Plenary Sessions

The LSMS-2011 Invited Speakers are:

Prof. Mohamed Ayad France
Prof. Thierry Coupez France
Prof. Salah Doma Egypt
Prof. Amine El-Sahily Lebanon
Dr. Ibrahim Hoteit Saudi Arabia
Prof. Christian Klingenberg Germany
Prof. Gabriella Puppo Italy
Prof. Athanasios Tzavaras Greece
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Composition, Iteration and Irreducibility of

Polynomials

Mohammed Ayad
Université du Littoral,
50 Rue F. Buisson, 62228 Calais, France.
ayad@lmpa.univ-littoral.fr

Abstract

I will review some known resuls on the functional decomposition of a given polyno-
mial over a field. In a second part the composition of polynomials is related to the
irreducibity of the resulting polynomial. I will focus on the problem of the stability
of polynomials. More precisely let K be a field and f(x) ∈ K[x] be a nonconstant
polynomial. Define recursively the sequence of polynomials fn(x) by f1(x) = f(x)
and for any n > 1, fn(x) = fn−1(f(x)). We say that f(x) is stable over K if for any
n ≥ 1, fn(x) is irreducible over K. We exhibit some classes of stable polynomials like
p-Eiseinstein polynomials, generic polynomials etc. Since the generic polynomial over
any field is stable, we may expect that if we specialize the coefficients of that poly-
nomial in the field, we get very often stable polynomials over K. Indeed, even over
an hilbertian field, we cannot count the specializations which preserve the stability.
Some questions remain open on the stability. For example we do not know of any
polynomial of degree 3 which is stable over the rational field, not p-Eiseinstein on not
of binomial type. I will mention a similar problem for multivarite polynomials.

References

[1] Ali, N.: Stabilité des polynômes. Acta Arith. 119, 53–63, (2005)

[2] Ayad, M. McQuillan, D. L.: Irreducibility of the iterates of a quadratic polyno-
mial. Acta Arith. 93, 87–97, (2000)

[3] Ayad, M.: Critical points, critical values of a prime polynomial. Complex vari-
ables and Elliptic equations. 51, 143–160, (2006)

[4] Ayad, M.: Irreducibility of f(u(x), v(y)). J. Algebra. 279, 302–307, (2004)
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[5] Ayad, M. Fleischmann, P.: On the decomposition of rational functions. J. Sym-
bolic Comput. 43, 259–274, (2008)

[6] Baker, I. N.: The existence of fixpoints of entire functions. Math. Z. 73, 280–284,
(1960)

[7] Baker, I. N.: Fixpoints of polynomials and rational functions. J. London Math.
Soc. 39, 615–622, (1964)

[8] Barton, D. R. Zippel, R. E.: Polynomial Decomposition Algorithm. J. Symbolic
Comput. 1, 159–168, (1985)

[9] Danielson, L. Fein, B.: On the irreducibility of the iterates of xn − b. Proc. A.
M. S. 130, 1589–1596, (2001)

[10] Kosen, D. Landau, S.: Polynomial Decomposition Algorithm. J. Symbolic Com-
put. 7, 445–456, (1989)

[11] Narkiewicz, W.: Finite Polynomial Orbits. A survey in Algebraic Number Theory
and Diophantine Analysis. Walter de Gruyter. 331–338, (2000)

[12] Narkiewicz, W.: Polynomial cycles in cubic fields of negative discriminant. Func-
tiones et Approximatio. 35, 261–269, (2006)

[13] Odoni, R. W. K.: On the prime divisors of the sequence Wn+1 = 1+W1+. . .+Wn.
J. London Math. Soc. 232, 1–11, (1985)

[14] Odoni, R. W. K.: The Galois theory of iterates and composites of polynomials.
Proc. London Math. Soc. 51, 385–414, (1985)

[15] Ritt, J. F.: Prime and composite polynomials. Trans A. M. S. 23, 51–66, (1922)
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Anisotropic Finite Element For Fluid Dynamics

Thierry Coupez
Mines ParisTech, Centre for Material Forming (CEMEF),
UMR CNRS 7635
1 rue Claude Daunesse, Sophia-Antipolis, France
thierry.coupez@mines-paristech.fr

Anisotropic finite elements can be been shown to be a powerful approach for appli-
cations with directional solutions. However a number of questions must be addressed
in order to understand why and under which conditions Finite Element still per-
form well on unstructured anisotropic meshes and particularly how to build highly
stretched elements in a robust and efficient way. In this work, we propose to show
that adaptive anisotropic meshing based on a posteriori estimation can be used to
solve a number of complex simulations. Different applications combining Stabilized
Finite Element flow solver with the Convected Level Set approach [1] for multiphase
flow calculation and fluid structure interaction within a monolithic approach are an-
alyzed and presented. The theoretical basis of Anisotropic Finite Element in this
work is the length distribution tensor approach and the associated edge based error
analysis as recently proposed in [2]. An interpolation error analysis is performed on
the projected approximate scalar field along the edges whatever the dimension is. It
enables to calculate a stretching factor providing a new edge length distribution, its
associated tensor and the corresponding metric. The stretching factors are obtained
by considering an optimization problem. Moreover, the proposed framework en- ables
quite easily to account for several vector or scalar fields in the a posteriori analysis
while still producing a single metric field. For multiphase calculation with high con-
trast in the physical parameters, the proposed a posteriori estimation is applied to
a modified Level Set scalar field, giving the anisotropic mesh refinement at the in-
terface region. As for the incompressible Navier-Stokes at high Reynolds number [3],
it will be shown that by using an adequate scaling, the boundary layers with highly
stretched elements can be produced automatically.

References

[1] L. Ville, L. Silva, T. Coupez: Convected level set method for the numeri-
cal simulation of fluid buckling, Int. J. Numer. Meth. Fluids, In Press, DOI:
10.1002/fld.2259 (2010)
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[2] T. Coupez: Metric construction by length distribution tensor and edge based
error for anisotropic adaptive meshing, J. Comp. Phys. , In Press, Accepted
Manuscript, DOI: 10.1016/j.jcp.2010.11.041 (2010)

[3] E. Hachem, B. Rivaux, T. Kloczko, H. Digonnet, T. Coupez: Stabilized finite
element method for incompressible flows with high Reynolds number, J. Comp.
Phys. 224, 8643-8665, (2010)
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Ground and Excited States of the Helium Atom by

Using Variational Monte Carlo Method

S.B. Doma
Faculty of Science, Alexandria University,
Moharram Bay, Alexandria, Egypt
sbdoma@sci.alex.edu.eg

F. N. El-Gammal
Mathematics Department,
Faculty of Science, Menofia University,
Shebin El-Kom, Egypt.

Abstract

The Hamiltonian of the two-electron atom which takes into account the relativistic
effect due to the kinetic energy, the spin-own orbit, the spin other orbit and the spin-
spin interactions is constructed to solve the Schrödinger equation. Accordingly, the
ground-state and the four lowest excited-states of the helium atom are obtained by
using Variational Monte Carlo method. Trial wave functions depending on variational
parameters are presented. The energies and the trial wave functions are plotted
versus the variational parameters. The corresponding exact data are presented for
comparison.

Keywords

Variation method, variational Monte Carlo method, Helium atom.
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Amine El-Sahily
Lebanese University
Lebanon
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Particle Kalman Filtering: A Bayesian Framework

for Large Dimensional State Estimation Problems

Ibrahim Hoteit King Abdullah University of Science and Technology (KAUST),
Thuwal, Saudi Arabia
Ibrahim.hoteit@kaust.edu.sa

X.Luo King Abdullah University of Science and Technology (KAUST),
Thuwal, Saudi Arabia

D.T.Pham Centre National de la Recherche Scientifique (CNRS),
Grenoble, France

U.Altaf King Abdullah University of Science and Technology (KAUST),
Thuwal, Saudi Arabia

B.Cornuelle Scripps Institution of Oceanography,
University of California, CA, USA

C.Dawson Institute for Computational Engineering and Sciences,
The UT-Austin, TX, USA

M.Elgharamti King Abdullah University of Science and Technology (KAUST),
Thuwal, Saudi Arabia

Abstract

Bayesian filtering consists of determining the conditional probability distribution
function (pdf) of the state given previous measurements. Once the state pdf is known,
one can determine different estimates of the system state, as the minimum variance
estimate. Particle filters (PF) are discrete nonlinear filters that use point-mass rep-
resentation (Dirac mixture) of the state pdf . In practice, these filters suffer from the
degeneracy of its particles that causes very often the divergence of the filter. Another
discrete solution of the optimal nonlinear filters is based on Gaussian sum repre-
sentation of the state pdf . This results in a hybrid particle-Kalman filter in which
the standard weight-type PF correction is complemented by a KF-type correction
for each particle using the associated covariance matrix in the Gaussian sum. We
refer to this filter as the particle Kalman filter (PKF). The solution of the nonlinear
filtering problem is then obtained as the weighted average of an ensemble of Kalman
filters operating in parallel. The Kalman-type correction reduces the risk of ensemble
collapse, which enables the filter to efficiently operate with fewer particles than the
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A Bayesian Framework for Large Dimensional State Estimation Problems

PF. In this contribution, we present the PKF and discuss how this filter provides
a nonlinear framework for ensemble Kalman filtering (EnKF) methods. We argue
that the (deterministic) Square-Root EnKFs are Gaussian-based filters while the tra-
ditional (stochastic) EnKF propagates an approximation of the non-Gaussian pdf of
the state. We also discuss approaches to reduce the computational burden of the PKF
to make it suitable for high dimensional assimilation problems. We show numerical
results from different applications dealing with ocean circulation estimation, storm
surge forecasting, and tracking of underground contaminant transport.
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Numerical simulations of ideal MHD and

applications in astrophysics

Christian Klingenberg
Institut für Mathematik
Universität Würzburg,
Am Hubland,
97074 Würzburg,
Germany

Abstract

We introduce a finite volume code for ideal MHD. The ingredients of the code are:
a new approximate Riemann solver based on a relaxation approach, extension to
multidimensions via a Powell source term, extension to higher order such that one
preserves positivity. This gives rise to a very stable code which is usefull in astro-
physical applications. We show extensive tests for our code and end with applications
from astrophysics. This is joint work among others with Knut Waagan.
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Entropy and the numerical integration of

conservation laws

Gabriella Puppo
Dipartimento di Matematica
Politecnico di Torino,
Italy

Matteo Semplice
Italy

Abstract

The entropy condition is an essential tool to select the unique weak solution of a con-
servation law. It contains information on the physics of the underlying phenomenon
which is lost when the model is simplified disregarding, for instance, viscosity effects,
to lead to a hyperbolic system of equations.
We expect therefore that the entropy condition is crucial also for the numerical in-
tegration of conservation laws. As a matter of fact, a few simple numerical schemes
do satisfy a discrete version of the entropy inequality, and this is an essential ingre-
dient to prove that their numerical solutions converge to the entropy-satisfying weak
solution, under grid refinement.
Here, we are interested in the possibility of using a discrete version of the entropy
inequality to assess the quality of the numerical solution even when we are not able
to produce a convergence proof. In our approach, we compute an entropy residual
which can be used as an a posteriori error indicator.
We propose an a-posteriori error/smoothness indicator for standard semi-discrete fi-
nite volume schemes for systems of conservation laws, based on the numerical produc-
tion of entropy. We prove that the indicator converges to zero with the same rate of
the error of the underlying numerical scheme on smooth flows under grid refinement.
We construct and test an adaptive scheme for systems of equations in which the mesh
is driven by the entropy indicator. The adaptive scheme uses a single nonuniform grid
with a variable timestep. We show how to implement a second order scheme on such
a space-time non uniform grid, preserving accuracy and conservation properties. We
also give an example of a p-adaptive strategy.
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Kinetic models for dilute suspensions of rigid rods

Athanasios E. Tzavaras
Department of Applied Mathematics
University of Crete,
Greece
tzavaras@tem.uoc.gr

Abstract

I will review some recent works on modeling and the mathematical theory for dilute
suspensions of rigid rods. Such problems appear in modeling sedimentation of sus-
pensions of particles. Similar in spirit models are also used for modeling swimming
micro-organisms. Here, we focus on a class of models introduced by Doi and describ-
ing suspensions of rod-like molecules in a solvent fluid. They couple a microscopic
Fokker-Planck type equation for the probability distribution of rod orientations to a
macroscopic Stokes flow. (i) We show that steady states can have discontinuous solu-
tions analogous to the ones studied in the context for macroscopic viscoelastic models
(e.g. for Oldroyd-B models) and spurt phenomena or shear bands in that context.
(ii) For the problem of sedimenting rods under the influence of gravity we discuss the
instability of the quiescent flow and the derivation of the collective response in the
diffusive regime described by variants of the Keller-Segel model. (joint work with F.
Otto and Ch. Helzel)
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Contributed Sessions
The LSMS-2011 Contributed Speakers are:

Dr. Abbas Alhakim Lebanon
Dr. Hadeel Alkutubi Iraq
Dr. Ghassan Antar Lebanon
Prof. Mohammad Bagher Ghaemi Iran
Miss. Nancy Chalhoub France
Miss. Ghina El-Jannoun Lebanon
Mr. Ali Ezz Edine Iran
Dr. Ziad Francis Lebanon
Dr. Rabih Ghostine France
Dr. Elie Hashem France
Prof. Anwar Jawad Iraq
Miss. Widad Machmouhi USA
Prof. Ebadollah Mahmoodian Iran
Miss. Noura Morcos Lebanon
Miss. Sophie Moufawad Lebanon
Dr. Elie Nasr Lebanon
Dr. Chadi Nour Lebanon
Dr. Tofi Rahal UAE
Dr. Guitta Sabiini Rishmany Lebanon
Dr. Hassan Saoud Lebanon
Miss. Dania Sheaib Lebanon
Dr. Haitham Solh UAE
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On Some Combinatorial Algorithms for de Bruijn

Sequences

A. Alhakim
American University of Beirut
Lebanon.

Abstract

Binary de Bruijn sequences are sequences that are often used to model random binary
sequences as they enjoy some properties which are expected for random sequences.
In particular, in a de Bruijn sequence of order n, every possible binary string of
length n occurs exactly once as a substring (therefore every string of size less than n
occurs the same number of time, thus giving a balance property). We will present a
combinatorial method of construction by appending one bit at a time. Throughout
the construction, zeroes or ones are ’preferred’ based on the value of only the previous,
most recent bit. We will give a sketch of the proof that this simple algorithm results
in all possible strings of a given size. We will also compare the resulting sequence
with another popular one constructed using a similar mechanism. Time permitting,
we will describe an attempt to generalize to non-binary alphabets and give some open
problems.
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Solution of Fractional Delay Linear Integro

Differential Equation Using Variational Approach

and Approximate Methods

F. Fadhel
Department of Mathematics and Computer applications,
College of Science,
Nahrain University,
Iraq.

S. Alawazi
Department of Mathematics,
College of Science for Women,
Baghdad University,
Iraq,
Saad_naji2007@yahoo.com

T. Allateef
Department of Mathematics,
College of Science for Women,
Baghdad University,
Iraq.

Abstract

In this paper we study fractional linear integro differential equation with and without
delay and solving such equation by using the variational approach and singularity
method.

21



On Experimental Design for Nursing Student

H. Alkutubi
Department of Community Health Nursing,
College of Nursing, Kufa university,
Iraq.

I. Zaid
Department of Community Health Nursing,
College of Nursing, Kufa university,
Iraq.

Abstract

In this study we present five variables of lecturer’s evaluation in department of com-
munity health nursing, college of Nursing, Kufa university in Iraq for this year. The
data is analyzed using completely random design, LSD and factorial Experiment to
explain the significant difference between all variables (scientific, personality, ability
of evaluation and ability of communication) for each type of evaluation. SSPS pro-
gram was used throughout this study to analyze the data and to generate various
Tables.

Keywords

Analysis of variance, Experimental design, Completely random design and Factorial
Experiment.
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The Integer Lattice Points in the Newton

Polyhedron and Applications

I. Al-Ayyoub
Jordan University of Science and Technology,
Jordan

Abstract

Let I = (xa11 , . . . , x
an
n ) ⊂ K[x1, . . . , xn] be an ideal with a1, . . . , an positive integers

andK a field. The Newton polyhedron of I is the convex hull in Rn of the exponent set
of I. The first main result of this paper is producing an algorithm for computing the
set of all integer lattice points in the Newton polyhedron I. In particular, it produces
the patterns of the minimal generators of the integral closure of the monomial ideals
I. Then these patterns are used to give a generalization of the work of [1], namely,
the integral closure of the monomial ideal I is normal if and only if the integral
closure of the ideal (xb11 , . . . , x

bn
n , . . . , x

bm
m ) ⊂ K[x1, . . . , xn, . . . , xm] is normal, where

{bi | i = 1, . . . , m} ⊆ {ai | i = 1, . . . , n} and n ≤ m. The last section of this paper
uses the algorithm to give alternative proofs of previously known results on normal
ideals; in particular, two special cases of results of [2].

References

[1] I. Al-Ayyoub: Normality of monomial ideals, Rocky Mountain Journal of Math,
39, 1, (2009)

[2] L. Reid, L. G. Roberts, and M. A. Vitulli: Some results on normal monomial
ideals, Rocky Mountain Journal of Math, Comm. Algebra, 31, 4485-4506, (2003)
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A posteriori error estimates for unsteady

convection–diffusion–reaction problems and the

finite volume method

N. Chalhoub
Université Paris-Est,
CERMICS, Ecole des Ponts,
77455 Marne-la-Vallée, France,
nancy.chalhoub@gmail.com

A. Ern
Université Paris-Est,
CERMICS, Ecole des Ponts,
77455 Marne-la-Vallée, France,
ern@cermics.enpc.fr

T. Sayah
Faculté des Sciences
Université Saint-Joseph,
B.P. 11-514 Riad El Solh, Beirut 1107 2050, Lebanon
tsayah@fs.usj.edu.lb

M. Vohralík
UPMC Univ. Paris 06, UMR 7598,
Laboratoire Jacques-Louis Lions, 75005, Paris, France,
& CNRS, UMR 7598, Laboratoire Jacques-Louis Lions, 75005, Paris, France
vohralik@ann.jussieu.fr

Abstract

We derive a posteriori error estimates for the discretization of the unsteady linear
convection–diffusion–reaction equation approximated with the cell-centered finite vol-
ume method in space and the backward Euler scheme in time. The estimates are
based on a locally postprocessed approximate solution preserving the conservative
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N. Chalhoub A posteriori estimates for convection-diffusion-reaction problem

fluxes and are established in the energy norm. We propose an adaptive algorithm
which ensures the control of the total error with respect to a user-defined relative
precision and refines the meshes adaptively while equilibrating the time and space
contributions to the error. Numerical experiments illustrate the theory.

References

[1] Amaziane, B. and Bergam, A. and El Ossmani, M. and Mghazli, Z.: A poste-
riori estimators for vertex centred finite volume discretization of a convection-
diffusion-reaction equation arising in flow in porous media. Internat. J. Numer.
Methods Fluids 59, 259–284, (2009)

[2] Domelevo, K. and Omnes, P.: A finite volume method for the Laplace equation
on almost arbitrary two-dimensional grids. M2AN Math. Model. Numer. Anal.
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[3] Ern, A. and Vohralík, M.: A posteriori error estimation based on potential and
flux reconstruction for the heat equation. SIAM J. Numer. Anal. 48, 198–223
(2010)

[4] Eymard, R. and Gallouët, T. and Herbin, R.: Finite volume approximation of
elliptic problems and convergence of an approximate gradient. Appl. Numer.
Math. 37, 31–53 (2001)

[5] Hilhorst, D. and Vohralík, M.: A posteriori error estimates for combined finite
volume–finite element discretizations of reactive transport equations on non-
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Abstract

In this talk we present general form of third derivative multistep methods for the
numerical solutions of ordinary differential equations (ODEs). In these methods, the
first, second and third derivatives are used to improve the absolute stability regions
and accuracy. Third derivative multistep methods is one stage method, its order
is k + 3. The constructed methods are A-stable up to order 6 and A-alpha stable
up to order 8. We compare our new methods with famous first derivative multistep
methods (EBDF[1]) and second derivative multistep methods (Hojjati SDMM[2]) so
that, as it is shown in the numerical experiments, they are superior for solving stiff
systems with high accuracy and speed in computing results.
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Abstract

Monte-Carlo track structure codes remain one powerful tool able to simulate the pas-
sage of ionizing particles through matter. The Geant4-DNA [1] package is presented
as a set of processes developed for track structure simulation at the molecular level.
It is based on the Geant4 general purpose Monte-Carlo toolkit [2]-[3]. Dedicated to
sub-cellular studies, specific cross sections were calculated, for protons electrons and
alpha particles, taking into account all possible interactions such as ionization, exci-
tation, charge transfer and elastic scattering. Inelastic cross sections were calculated
using the First Born Approximation. Low energy corrections were used for electrons
and semi-empirical models for protons and alpha particles in liquid water. With
the recently added extensions, the GEANT4-DNA package is now capable to track
protons (100 eV - 100 MeV), relativistic electrons up to 1 MeV and sub-excitation
electrons down till complete thermalization (0.025 eV). Alpha particles can be tracked
using the Rudd Ionization model (10 keV-10 MeV) and the Miller & Green model for
excitation.

In this work, the physics processes will be presented in details, describing the
models used for cross-sections calculations as well as the corrections added for low
incident energies. This Geant4-DNA package is the first free open source code that is
able to generate ionizing tracks for microdosimetry applications. Users can download
these processes along with the Geant4 toolkit from the official Geant4 webpage [4].
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Abstract

In this paper, we prove the generalized Hyers-Ulam-Rassias stability for a system of
functional equations, called system of linear and nonlinear functional equations, in
non-Archimedean normed spaces and Menger probabilistic non-Archimedean normed
spaces. By applying the method of this paper one can investigate the stability of many
systems of various functional equations with n functional equations and n variables
(n∈N).
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Abstract

This study relates to sudden transient flow of the dam break wave type in an ideal-
ized city in order to investigate the effects of flow depth and velocity on such a city.
Therefore, we are interested here in solving the nonlinear Saint-Venant equations gov-
erning free surface flows. These equations are derived from Navier-Stokes equations,
using some simplifying assumptions. Particularly, the study aims at assessing the
ability of a Runge-Kutta discontinuous finite element numerical model to reproduce
fast transient flow including the multiple interactions with obstacles. The scheme is
well suitable to handle complicated geometries and requires a simple treatment of
boundary conditions and source terms to obtain high order accuracy. Experiments
were conducted involving two different configurations: (1) a square city layout of 5
x 5 buildings aligned with the approach flow direction, and (2) a square city layout
of 5 x 5 buildings not aligned with the approach flow direction. These experimental
data are used to validate the numerical model at transient flow modeling in com-
plex geometries. The results show excellent agreement between the model and the
experimental data.
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Abstract

In this paper, we propose a general new immersed stress method for solving rigid
body motions in the incompressible Navier-Stokes flow. The proposed method is also
developed in the context of the monolithic formulation. It consists of considering
a single grid and solving one set of equations with different material properties. A
fast anisotropic mesh adaptation [1] algorithm based on the variations of the dis-
tance function is then applied to ensure an accurate capture of the discontinuities at
the fluid-solid interface. Such a strategy gives rise to an extra stress tensor in the
Navier-Stokes equations coming from the presence of the structure in the fluid. With
each immersed structure comes an appropriate law (rigid, elastic, viscoelastic). The
proposed solver must be able then to welcome any behavior law and treat the full
monolithic approach by a direct parallel finite element solver. The system is solved

33



E. Hashem, S. Feghali, and T. Coupez FEM for Fluid-Structure Interaction

using a finite element variational multiscale (VMS) method, which consists of decom-
position for both the velocity and the pressure fields into coarse/resolved scales and
fine/unresolved scales. The distinctive feature of the proposed approach resides in
the possible efficient enrichment of the extra constraint. This choice of decomposition
is shown to be favourable for simulating multiphase flows at high Reynolds number
[2].
We assess the behaviour and accuracy of the proposed formulation coupled to the lev-
elset method approximation in the simulation of 2D and 3D time-dependent numerical
examples such as: vortex shedding behind an obstacle, turbulent and conjugate heat
transfer inside industrial furnaces and the rigid bodies motion in incompressible flows.
Results are compared with the literature and show that the present implementation
is able to exhibit good stability and accuracy properties.

Figure 1: Numerical simulation of unsteady flow around helicopter in forward flight.
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Abstract

We propose a new class of central finite volume schemes on unstructured triangu-
lar grids to approximate the solution of general two-dimensional hyperbolic systems
of conservation laws. The proposed methods are extensions of the first-order accu-
rate Lax-Friedrichs scheme and the non-oscillatory second-order Nessyahu-Tadmor
scheme, and evolve the numerical solution on an original unstructured triangular grid
and on a staggered dual one.
Thanks to the staggering process, the time consuming resolution of the Riemann
problems arising at the cell interfaces is bypassed, and the resulting scheme is numer-
ically stable under an appropriate CFL condition. In contrast with the extension of
the Lax-Friedrichs scheme that evolves a piecewise constant numerical solution, our
extension of the Nessyahu-Tadmor scheme evolves a piecewise linear numerical solu-
tion defined at the cell centers and thus ensures second-order of accuracy in space;
the flux integral is approximated using the midpoint quadrature rule and ensures
the second-order accuracy in time. Furthermore, oscillations are avoided thanks to
limited numerical gradients. We validate the developed scheme and solve classical
two-dimensional problems arising in gas dynamics. The quality of the obtained nu-
merical results confirms the efficiency and robustness of our proposed schemes.
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Abstract

Exact traveling wave solutions are obtained to the (3+1)-dimensional Kadomtsev-
Petviashvili equation and (2+1)-dimensional equation by means of the tanh-coth
method. New solitary wave solutions and trigonometric periodic wave solutions are
got. The method is applicable to a large variety of nonlinear partial differential
equations.
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Abstract

Magnetic confinement is one of the most promising ways to produce energy in the
future. Turbulence decreases the confinement of the plasma significantly making this
option economically unattractive [1]. Understanding and controlling turbulence in
fusion devices is the main motivation behind this work. We perform numerical simu-
lation of a two-dimensional (2D) electrostatic fluid model called the Hasegawa-Mima
model (HM) derived from the Navier-Stokes equations [2]. We briefly present the
physics basics behind the HM equation [3]. Then, we focus on the finite difference
scheme, called the Arakawa Jacobian, to simulate 2D plasma turbulence. The spe-
cific finite difference scheme is properly derived so that the interaction between grid
points conserves quadratic quantities of physical that are the total energy and mean
square vorticity. This prevents nonlinear computational instabilities and thereby per-
mits long-term numerical integrations. Results are presented that demonstrate the
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correctness of the code by simulating a modon, which is an exact non-linear solution
for the HM equation. Then, we present a study of the inverse energy cascade as well
as the turbulence spreading as it is appearing in the figure below.
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Abstract

We aim to develop a new class of well-balanced non-oscillatory second-order accurate
central schemes for the approximating solution of general two-dimensional hyperbolic
systems, and in particular to approximate the solution of shallow water equation
systems (SWE) on Cartesian grids. The base scheme avoids the resolution of the Rie-
mann problems arising at the cell interfaces thanks to a layer of ghost staggered cells
implicitly used while updating the solution. The system of shallow water equations
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represents a good mathematical model for the hydrodynamics of coastal oceans, sim-
ulation of flows in channels and rivers, study of large-scale waves and vertically aver-
aged regimes in the atmosphere and ocean. Most numerical schemes fail to maintain
the steady state constraint of shallow water equation problems and generate numer-
ical (nonphysical) waves and storms. In this project, we shall investigate several
approaches that could be coupled with our numerical base scheme in order to ensure,
when necessary, the steady state condition of SWE systems.
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Abstract

We prove a time-space tradeoff lower bound of T = Ω(n log(
n

S
)) log(log(

n

S
) for ran-

domized oblivious branching programs to compute 1GAP , also known as the pointer
jumping problem, a problem for which there is a simple deterministic time n and space
O(logn) RAM (random access machine) algorithm. We give a similar time-space

tradeoff of T = Ω(n log(
n

S
)) log(log(

n

S
) for Boolean randomized oblivious branching

programs computing GIP −MAP , a variation of the generalized inner product prob-
lem that can be computed in time n and space O(log2 n) by a deterministic Boolean
branching program.
These are also the first lower bounds for randomized oblivious branching programs
computing explicit functions that apply for T = ω(n logn). They also show that
any simulation of general branching programs by randomized oblivious ones requires
either a superlogarithmic increase in time or an exponential increase in space.
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We present as examples, some problems which motivate undergraduates, or even high
school students, to do research in mathematics. These problems are related to the
speaker’s research activity. They have been presented in the past to recruit very
bright students. In this talk we will go through the roots of some of these problems
and elaborate the research topics behind them.

In a given class of mathematical structures there may be many distinct objects
with the same parameters. Two questions arise naturally:

(i) How much of an individual object is needed to identify it uniquely?

(ii) Given two such objects, where and how do they differ?

These questions are obviously related, the first leading to the concept of a defining
set, and the second to that of trade. There are examples of such sets in different
mathematical topics. We will mention some in algebra, solutions of linear equations,
infinite sequences, but our emphasis will be in combinatorics and graph theory, where
these problems lead to an interesting theory and to many solved and unsolved prob-
lems with applications in the real life problems. The following references are some
beginning journey to this theory.
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Abstract

Many important practical scientific problems require the solution of a system of
linear equations formulated as the matrix equation Ax = b. Such systems of linear
equations arise mainly from the discretisation of partial differential equations, for
example discretising the Dirac operator in QCD. To solve such very large and sparse
systems, Krylov subspace methods are used to take advantage of this sparsity.

Krylov subspace methods approximate the solution of the system at the kth

iteration by a vector xk ∈ κk(A, r0) = span{r0, Ar0, A
2r0, · · · , A

i−1r0} where r0 is the
initial residual and κk(A, r0) the Krylov subspace.

GMRES, a Krylov subspace method, finds the solution of the system by min-
imizing the residual ||r(k)|| = ||b − Axk|| = min||b− Ax||, ∀x ∈ κk(A, r0) at each
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iteration and builds up an orthonormal basis for κk(A, r0) using the Arnoldi proce-
dure. GMRES has the minimal residual at each iteration and converges to the solution
in fewer iterations than other iterative methods. One disadvantage of this method
is the increase of work performed per iteration and the memory requirements. One
way to overcome this issue is to restart the GMRES after m iterations. This comes
at the cost of slowing the convergence. Another approach is to parallelize GMRES.
To do so efficiently the modified Gram Schmidt Arnoldi process has to be replaced
by a parallelizable process.

Demmel and coworkers have proposed a generic strategy for communication
avoiding General Minimum Residual Methods (CA-GMRES) where GMRES is re-
formulated mathematically. First, to obtain the basis, the one-step matrix vector
multiplication at each iteration (Ax) was replaced by a k-step matrix vector multi-
plication (Ax,A2x, · · · , Akr0). Second, the modified Gram Schmidt Arnoldi process
was replaced by a block Gram Schmidt kernel and a Tall Skinny QR (TSQR) factor-
ization. The first orthogonalizes the k basis vectors obtained at each iteration against
all previous basis vectors. The second makes those k basis vectors orthogonal with
respect to each other. Demmel applied CA-GMRES on various application areas in
1D, 2D and 3D.

In this work, we adapt Demmels CA-GMRES to the 4D case of QCD (Quan-
tum Chromodynamics), specifically the Wilson-Dirac equation, using OpenCl. The
software implementation has been done on the development platform EUCLID of the
Cyprus Institute. We will present the obtained results so far.
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Abstract

Blood flow at the level of the microvascularised tissues can be considered as a flow
through a porous media. This gives rise to models of homogenization types in which
we solve elliptic partial differential equations (Darcy’s law) on structures having two
scales. Due to inhomogeneity, the homogenization is not periodic and the simula-
tions involve the resolution of a large number of parameterized cell problems. After
the various cell problems are solved a global macroscopic homogenized problem can
be set up and solved. The purpose of this work is to show how the reduced-basis
techniques of numerical simulations allows to speed up the computation of this large
number of cells problems without any loss of precision. This reduced-basis method
is based on the weak variational form and relies on a Galerkin method on an appro-
priate discrete space built from preliminary generic computations. The control of the
approximation’s error on some output of interest is performed through a posteriori
error estimation.
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Abstract

The quality of reconstructed image in Single-Photon Emission Computed Tomog-
raphy (SPECT) is strongly degraded by the photon attenuation. In general, the
attenuation correction on SPECT images requires the data to be known over 2π
(full-scan). The reduction of data acquisition from 2π to π (half-scan) in SPECT is
recommended because it reduces the scanning time; thereby, it minimizes the patien-
tÕs motion and makes the exam less uncomfortable for the patient. Furthermore,
one can disregard projections which undergo high attenuation. Previous studies have
analytically shown that exact reconstruction does not require the data to be known
over 2π and that data acquired over only π can be used to correct completely the
effect of uniform attenuation in SPECT. Algorithms and numerical research has been
developed on image reconstruction from data acquired over π in SPECT with non-
uniform attenuation. The results were comparable to those of images reconstructed
from the data acquired over 2π in SPECT when attenuation is non-uniform. How-
ever, it remains theoretically unknown whether data, acquired only over π in SPECT
with non-uniform attenuation, contain complete information for accurate image re-
construction. In this work, we present numerical results on image reconstruction
in half-scan SPECT with non-uniform attenuation. The numerical simulations are
based on a new iterative reconstruction algorithm that introduces exact and implicit
attenuation correction derived from the attenuated Radon transform operator at each
step of the algorithm. Specifically, we show that the algorithm is able to reconstruct
images, in half-scan SPECT, with quality very similar to those reconstructed in full-
scan SPECT. Moreover, the numerical simulations show that the algorithm is stable
and convergent.
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Abstract

We present the origin of the union of closed balls conjecture introduced, apparently
for the first time, in the papers [1, 2]. We also discuss the validity of the weak version
of this conjecture proved in [3] and the validity of its strong version which remains
an open question.
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Abstract

In teaching Math and Science skills teachers usually emphasize instructional methods
and techniques that accommodate analytic (left-brain) modalities at the expense of
global (right-brain) modalities. Studies have shown that some students are predomi-
nantly Analytic, while other students are more Global processors. The two modalities
are responsible for different ways of thinking. Still some students are known to be
integrated (can use both sides of the brain equally). Emphasizing one mode of teach-
ing might benefit some students, while putting other students at risk. This paper
will briefly describe the different modes of learning styles, especially those concerned
with thinking and the processing of information. The differences between analytic
left-brain and global right-brain thinking will be explored. Research which was done
at Zayed University by the Author and his team on student learning and thinking
styles will also be presented and discussed as a mean to promote effective classroom
instructional and research methods that aim at improving Math and Science Educa-
tion.

Keywords

Learning Styles; Analytic-Left Brain; Global-Right Brain; Classroom Research; Math
& Science Education.
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Abstract

When k > 1, there exists domains not belonging to Ck which are biholomorphically
equivalent to Ck, these are the domains called Fatou-Bieberbach. Our work was to
know if the basin of attraction of a chain of holomorphic contractions is a Fatou-
Bieberbach domain. Our proposed method permitted establishing new results which
generalizes all known results till nowadays. For this purpose, we proved a linearization
theorem of Poincare for chains and a perturbed Poincare-Dulac theorem as well.
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Abstract

Stability analysis of dynamical systems in the sense of Lyapunov is one of the most
important topic in control theory. There are many concrete systems in engineering
which have Non-smooth Dynamics. This the case of mechanical systems subject to
unilateral constraints and/or Coulomb friction and/or impacts or electrical circuits
with switches, diodes, hybrid dynamical systems in control and engineering. It seems
that the formalism of evolution variational inequalities represents a large class of uni-
lateral dynamical systems.
The aim of this talk is to present some conditions ensuring the finite-time stability
of a general class of evolution variational inequalitites. More precisely, we are con-
cerned with the study of the finite-time stability of first-order Non-Smooth dynamical
systems given by following Differential Inclusion:

du

dt
∈ −F (u(t))− ∂φ(u(t)) a.e. t ≥ 0. (S)

Where Φ : Rn → R ∪ {+∞} is an extended real-valued proper convex and lower
semicontinuous function. and ∂ stands the subdifferential of convex analysis and
F : Rn → Rn is a k-Lipschitzian vector field, for some k > 0.
An important case is obtained when the function φ = ψC (the indicator function of
a closed convex cone in Rn). In this case, problem (S) is reduced to the complemen-
tarity problem. Finally, we show that our theoretical results are applicable to some
examples in nonregular electronical circuits involving nonsmooth devices like ideal
diodes, pratical diodes or Zener diodes.
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Abstract

In this paper, continued fraction expansion for the Bessel functions ratio Jn(x)/Jn−1(x)
was developed. An efficient and simple computational algorithm based on this ex-
pansion was also developed using top-down evaluation procedure. Numerical results
of the algorithm are in full agreement at least to fifteen digits accuracy with that of
the standard tables.

Keywords

Bessel functions, continued fraction, special functions, number theoroy.

58



Modeling Approach for the Physiological Tick Life

Cycle

D. Sheaib1

Department of Mathematics,
American University of Beirut, Beirut, Lebanon,
dws02@aub.edu.lb

N. Nassif
Department of Mathematics,
American University of Beirut, Beirut, Lebanon,
nn12@aub.edu.lb

Abstract

Tick-borne diseases (theleriosis, rickettsiosis, Lyme disease, Ehrlichiosis, relapsing
fever, tick-borne encephalitis) are serious health problems affecting humans as well as
domestic animals in many parts of the world. These infections are generally transmit-
ted through a bite of an infected tick, and it appears that most of these infections are
widely present in some wildlife species; hence, an understanding of tick population
dynamics and its interaction with hosts is essential to understand and control such
diseases.

In this presentation, we first intend to describe the different evolution stages associ-
ated with the tick life-cycle as well as the tick-host epidemiological interaction level.
This allows us to identify and clarify all the physiological parameters affecting the
development of the tick population. Thus, we are able to describe the tick life-cycle
model formulated to study the effect of temperature and seasonality on the density
of ticks. The model used here is a system of partial differential equations, (PDE).
This model will be the foundation of a later epidemiological model which describes
the tick-host interactions.

To obtain a numerical solution of the tick life-cycle model, Petrov-Galerkin approxi-
mations based on variational formulations are derived using finite element functions.

1Supported by the Lebanese National Council for Scientific Research
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This leads to a system of ordinary differential equations whose computations are
carried in view of investigating and understanding the tick population dynamics. Nu-
merical results will be presented to illustrate basic features of the mathematical model
and its solution.
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Abstract

The presence of technological tools (graphical calculators, computer software pro-
grams, internet access) makes the teaching and learning experience richer for stu-
dents, and prompts instructors to find new ways to integrate technology effectively
in their pedagogies. The presence of a variety of online software platforms that de-
liver content and test students online is helpful in enabling students’ building skills,
but does not directly target students’ conceptual knowledge, simply because many of
those tools are used as homework collectors, a limited benefit that does not portray
their potential. In this talk, I am going present a summary of the features of an online
platform, MathXL, discuss with participants some of the software’s perceived limita-
tions, and introduce a number of ways to use it to promote conceptual competence
as well as deep procedural knowledge.
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